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Introducing myself ...



Free & Open Src SW gives power to society

2020: Open Source is incredibly successful
● Lots of appliances run OSS (TVs, Access Points, …)
● Android
● Most of the internet-facing services

– Even on Azure >>50% of the VMs run Linux
● Incredible speed of innovation

– Enabled by „permissionless innovation“ inherent to Open 
Source

● Open Source is the default way of collaborating
– „Inner Source“ within corporations



Everything really great?

● Open Washing

● Single-vendor OSS becomes proprietary

● Being embraced

Luci Gutiérrez



State of Infrastructure platforms

● They all use a large amount of 
open source code

● They are all proprietary
– You can not change the 

platforms
– You can not run them 

yourselves (except VMware – 
if you can still afford it)

– Innovation defined by single 
vendor that you depend on 

● Lock-In 



Problems with IT platform dependencies

IT determines more and more of our possibilities in private life, industrial production, public 
adminstration

● Innovation
– Can we implement great IT ideas at all layers?

● Value-Creation
– Who can extract value by being the single provider in a value chain?

● Dependencies
– Who has control over data, pricing, strategy, future availability?

● Regulation
– Can we realistically implement our own rules (without killing our economy)?



We could do better ...

● Most pieces to build competitive Infrastructure platforms are 
available as mature OSS technology
– Even the Hyperscalers use many of them

● We have failed to align to create one (or a few) standardized 
stacks
– Too much fragmentation

● Integration and standardization tasks
● Operational standards and skills missing



One platform - standardized, 
built and operated by many.



Sovereign Cloud Stack Deliverables

2
Modular Open Source
Reference Implementation

1
Certifiable Standards

3
Operational Knowledge



What is sovereignty?

1: Following legal requirements (GDPR)

2: Free provider choice (also after initial 
choice, in-and-out-sourcing 
(on-prem/public) 

3: Technological Transparency and 
ability to influence and innovate

4: Operational Transparency and -
knowledge available

Levels of Digital Sovereignity SCS Levels of Certifications

1: Defined and checked outside of SCS
 (rely on ENISA / Gaia-X labels / EU-CS)

2: “SCS-compatible” – Technical compatibility 
(automated conformity tests: CNCF, OIF, SCS)

3: “SCS-open” – SBOM of functional stack available 
and complete OSS (4 x open)

4: “SCS-sovereign” – Ops/IAM Module OSS too, 
Monitoring and Event Transparency, Contribution to  
Open Operations (5 x open)

0: None

-



Gov’t Cloud

Public Cloud

Public Cloud

Community Cloud

Private Cloud

Federated Infrastructure

Built on Common standards 
… for users of cloud services to 
enable mobility of workloads
… for cloud service providers to 
offer standardized lock-in-less 
services 
… for the ecosystem to build 
knowledge and skills on a 
common technical and 
organizational foundation
… for solution providers that want 
to build on a common platform   



Existing public providers

Daily 
updated 
standard 

conformity 
result
(here:

IaaS SCS-
compatible)

Health
Monitor

dashboard:
Public 

realtime 
monitoring

of errors and 
performance



https://openoperations.org/

We build a community of practice

Open Operations builds a community of practice to keep the barrier to entry low and create a 
thriving environment for comfortable exchange.

We share knowledge

The availability of knowledge and skilled engineers is the limiting factor for many organizations to 
adopt, leverage, and successfully operate complex technology.

We’re transparent about our incidents

We firmly believe that failures make us experts. The way we handle mistakes is how we become 
better.

We’re transparent about our operational processes

We share our internal processes for the sake of transparency. We firmly believe that transparency 
leads to better and more reliable processes.



Technical architecture

What we have built ...



Technical architecture
Basic architecture decisions

● Build complete OSS stack on top of commodity HW

● Put Kubernetes on top of IaaS/Virtualization platform
(on top of HW install automation / asset management)

– On-demand k8s cluster creation and scaling

– Secure isolation by virtualization technology

● Define IaaS and KaaS layers separately – can be used individually (but work well together)

● SW (Reference Implementation) & Standards go hand-in-hand

● Operational tooling part of the solution (covering all layers)
Lifecycle Management, Monitoring, Alerting, Logging, CI

● Identity & Access Management with support for user federation (OIDC)

● Use existing OSS solutions and standards as much as possible and contribute back

● Create well-defined platform for well-integrated platform services by 3rd parties
(collaborate with EF Xpanse, Glasskube) – option to standardize & implement some later (like building 
blocks)



SCS Architecture (Software/Ref.Impl.)
building it up from the ground

IAMOps

IaaS

KaaS

PaaS FS

SCS Platform Services (PaaS) are planned
Hardware and Federation Services not part of SCS software
KaaS = Kubernetes as a Service

Workload



Virtualization & IaaS

● Compute Virtualization: KVM (Linux)

● Storage SDS: ceph (incl. rados GW) – ceph-ansible / ceph-rook

● Network SDN: OvS + OVN

● … orchestrated via OpenStack core services & APIs
(deployed containerized with OSISM / kolla-ansible)  



Container layer



Cluster in detail



Kubernetes Node as Openstack Instance



eCommerce application in Kubernetes

Application Database



How the application is exposed 



Example application in Kubernetes



Storage Details





Platform Monitoring



Infra Monitoring

● Health 
monitoring (→)
scenario tests

● Compliance 
monitoring
(public for SCS-
certified)

● Metrics 
collection for 
metering and 
operations 
(prometheus)

● Alert-Manager



Status Page (with own API)

● Manage incident status, current or planned
● Clear design with simple colors, historic events  

Everything 
works as 
expected!

End user
CSP customer



Central API – one endpoint for daily business

● Standardized API endpoint for majority of use cases
● Combines IaaS, KaaS, IAM and Ops into 1
● Powered by Kubernetes and Crossplane

IaaS

KaaS

Ops/Sec

IAM

Finally, no 
more tooling 

chaos

End user
CSP customer

Central API
(Kubernetes API)





Security by design

● Standardized best practices
● Deployment uses strong secure defaults
● Hardware features, confidential computing
● Sharing knowledge through blog posts
● Supply chain security



Automated Security Penetration Testing

● Dynamic Security Analysis of deployed infrastructure
● Scheduled job creates daily reports

Change in
Infrastructure

Automated
Pentesting

SCS-based
Infrastructure

In CSP environment

Nabuu / Httpx / Nuclei
OpenVAS (Greenbone)

OWASP ZAP

DefectDojo
Vulnerability Reports



Some learnings

Surprising and less surprising ones ...



.
BMWi (now BMWK) – German 
ministry for economic affairs and 
energy (now: and climate action) 
visit

We came well prepared to convince the Gaia-X 
initiators to embrace Open Source for digital 
sovereignty.

No convincing was needed. They completely got it. 
And indicated their wilingness to support an 
initiative with funding to contribute to Gaia-X.

The industry players in Gaia-X were less convinced. 
Some had a different agenda, some expected 
religious zealots. 



.
Gaia-X  - in or out?
A history of trying to contribute

Early-on lots of diverse expectations to 
Gaia-X. Cloud-Airbus? No!
Unclear goals, little structure.
Sovereign Data Ecosystem: √
Sovereign Infra Ecosystem: ?
Focus and structure in 2023

SCS Sub Working Group: 2020
Architecture Board: (‘22)
SCS Open Work Package: 2021
Provider Working Group (Co-Chair): 22
MVG / OSS Group / Hackathons: √
Service Chararcteristics WG: √
Close collaboration w/ GXFS/XFSC: √



BMWK

Speed and Scale

Very supportive.
Fast to support project with paid research 
contract.
Good advice for first supported project.

Very supportive.
Bound by slow alignment and decision 
processes.
Lots of projects ...



A strong initial team (2020)

True believers, not optimizing personal income but 
project outcome.

Writing a 100p funding proposal is no fun.
Plus documenting research results for SPRIN-D.

Building up technology, community, structure in 
parallel.

Strong support from OSB Alliance (Peter Ganten), 
PlusServer (Oliver Mauss), SPRIN-D, BMWK+VDI.

The innovators: Christian Berendt,
 (Peter Ganten), Kurt Garloff, Dirk 
Lossack, (Oliver Mauss)

https://www.sprind.org/en/projects/sovereign-cloud-stack/
https://www.sprind.org/en/projects/sovereign-cloud-stack/
https://www.sprind.org/en/projects/sovereign-cloud-stack/


Funding proposal (12/2020)

Collaboratively written in .rst and managed with 
git.

Huge work items master spread sheet, extracted 
data with python (ODSReader) into doc. Needed 
several times, e.g. when we discovered that we 
can not deduce VAT.

Also handed in offers to substantiate cost 
calculations and avoid money to be locked.
(1st year only, not very successful …)

6 months till notice of funding
Lost money and people.



Preparing for a multi-M€ project

A non-profit org is not the typical (and not 
the ideal) recipient for BMWK funding.

Project significantly larger than base OSBA 
actvities.

Build structure.
Steering and oversight. Decision taking.
Legal advice.

Build trust.



Public funding => Waterfall ?

A myth! Fortunately!

Classical contract type with very detailed 
requirements and specifications and risk on the 
contractor to correctly estimate effort is NOT 
mandated.

SCS: Service contracts with fixed (low) hourly rates.
Chose most qualified contractor in tender.
SCS POs control precise task assignment in agile 
process.
High-level alignment by contract and monthly 
reviews.



Tenders

Huge amount of work, completely 
underestimated.

Well structured, well-understood, risk 
minimizing thanks to legal advice.

Best case: 130d from spec to award.
(We do several in parallel.)

Still working on the last tenders after 
almost 2y in project. Should have done 
less ...

Occasional failures: Low rates don’t help.



Staffing

We pay public service salaries (with IT bonus). 
We must not pay more. (Besserstellungsverbot)

Not competitive to salaries in IT industry.
(50 – 90% depending on position)

Limited time contracts.

Hiring only possible due to networks of 
individuals.
- Needs very strong motivation / visionaries
- Ability to afford lower salary
- Considering high visibility („market value“)

R.
Metz



Collaboration

Distributed team
plus co-working space in Berlin
plus Hackathons (~3x/year)

Self-hosted always-available VideoConf (Jitsi)
● Multi-screen-share is an underestimated feature
● Team Meetings, SIG meetings, Comm.Call

Github

UCS with Nextcloud

Mailing Lists

Matrix

Community Digest



Open has become a marketing term :-(

SCS Open Source Health Check
● Four Opens: Fuly Open Source, Open Develop-ment, 

Open diverse Community, Open Design
● Maturity, Security & Maintenance
● Activity & Adoption

Github issues, PRs, project board, minutes, ...

Open Operations
Joint knowledge building for excellent operations

Upstream first!

Healthy community with tender contractors, CSP 
employees, volunteers

Open 
Source

Four Opens

Open
Operations

Really open

https://github.com/SovereignCloudStack/standards/blob/main/Drafts/OSS-Health.md


...

Early adopters

Early adopters are a key success factor
● Real-world usage and real-world feedback
● Visibility and Credibility
=> Make them successful!

Test and develop concepts
● Fast upgrade policy
● Common standards
● Open Operations

Early availability of technology is a 
prerequisite for early adoption.
Half-yearly releases. (R4 from 2023-03-22.)
● Reality more continuous

Now moving to early majority ...



Standardization

Try to make standardization fun
● In lockstep with reference implementation
● Tests developed along with standards
● Automated nightly compliance checks
● Results are public!

Build on top of and enhance upstream standards
● OpenStack powered guidelines
● CNCF conformance checks

Federation practical with
● SCS-compatible compliance
● Identity federation (OIDC)
● Network connectivity



CI and transparency

Investment into continuous testing pays off
● Also simple formatting checks (github)
● Nightly upgrade tests (OSISM)
● Zuul Framework (WIP)

Success in getting all SCS providers to 
upgrade within < 6 weeks (2x/year)

Constant monitoring

SCS-R5.2 upgrade causing
some minutes of announced
control plane unavailability.



Sovereignty debate

Sovereignty has become a marketing term :-(

Providing data protection (GDPR compliance) is a 
good start … Need much more:
● Ability to chose (without redoing automation/ 

integration)
● Ability to use many providers and federate
● Requires standards/compatiblility

SCS-compatible
● Ability to shape technology and innovate

● Requires 4 Opens
SCS-open

● Ability to understand operational status and to 
self-operate
● Open Operations

SCS-sovereign

https://the-report.cloud/downloads/#popmake-6958
https://link.springer.com/journal/11623/volumes-and-issues/46-10


Networking and communication

The more agree on joint standards and/or 
implementation modules, the more 
successfully we can enable digital 
sovereignty for our users.

Spreading the word is the job of every team 
member.

The more agree on joint standards and/or 
implementation modules, the more 
successfully we can enable digital 
sovereignty for our users.

Spreading the word is the job of every team 
member.

iX, Linux-Journal, CloudLand, OpenInfra Summit, DuD, FOSDEM, The Cloud Report, EclipseCon,
heise, tagesspiegel Background, CloudComputing Insider, SZ, Alasca Tech Talks, Meetups,
Mercedes FOSS,  GXFS connect, FrOSCon, Kielux, CEE, OSBA OSD, OSC, ...

https://scs.community/news/


Working on adoption

The platform is as strong as the set of operators is ...



SCS Summit 2024



SCS Adoption (public clouds 8/24)



Bavaria Cloud for Schools: Owncloud
Infinite Scale on PlusCloudOpen (=SCS)



SCS Summit 2024: 
ScaleUp: Combining OCP with SCS



SysEleven: Making existing OpenStack IaaS 
SCS-compatible



B1: Deploying SCS for large private clouds



+BASF

+TLRZ

+syseleven

+LinuxHotel

Existing CSP Future CSP SCS compat Impl. Partner

Adoption by SCS partners



OpenDesk on Sovereign Cloud Stack

Standardized, secure,
digitally sovereign 
infrastructure

Flexible, secure,
digitally sovereign 
office collaboration 
solution



Future structure

Tplatform is as strong as the set of operators is ...he funded 
project ends in Dec 2024 ...



S7n Cloud Services
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From funded project to sustainability


